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[1] Hyporheic exchange plays a key role in the biogeochemical evolution of water
and in ecosystem functioning at the local, reach, and watershed scales. Residence time is a
fundamental metric to describe the possible transformation taking place in this exchange
zone. With this in mind, we use a simple conceptual model to explore the residence time
distributions (RTDs) of sinuosity-driven hyporheic zones (HZs) and to discriminate the
individual effect of sinuosity (s), valley slope (Jx), hydraulic conductivity (K), aquifer
dispersivity (aL), and the biogeochemical timescales (BTSs) that characterize the
degradation of dissolved organic carbon in these hydrologic systems. We find that RTDs
are characterized by one early mode and a late time power law behavior. For a given
aquifer dispersivity, the shape of these distributions is stretched or compressed by changes
in Jx, K, and s, having a strong influence on the net biogeochemical transformations
within the HZ. Using BTSs proposed in previous studies and sensitivity analyses, we show
the potential of s, Jx, and K to classify meander HZs as net sinks of nitrates or only
modulators of the residence times in the subsurface where nitrate reduction is negligible.
These findings can be used as predictive tools to quantify the potential of meanders as
biogeochemical reactors at the watershed scale with the aid of remote sensing data and GIS
processing techniques. These tools can guide experimental design, suggesting important
locations to visit, sample, and/or instrument. Also, hyporheic restoration projects can use
them for initial site selection and design of channel modifications.
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1. Introduction

[2] Hyporheic exchange, the local scale interaction between
rivers and their surrounding sediment, leads to bidirectional
transport of mass (e.g., water, solutes, and colloids), energy
(e.g., heat), and living organisms (e.g., bacteria and viruses).
As a result of these transport processes, hyporheic zones (HZs)
play a key role in the biogeochemical evolution of water and
in ecosystem functioning at the local, reach, and watershed
scales [Hill, 1997; Jones and Mulholland, 2000; Mulholland
et al., 2008; Böhlke et al., 2009]. For example, HZs are asso-
ciated with hot spots for transformation and assimilation of
nutrients [Dahm et al., 1998; Baker et al., 1999; Lautz and
Fanelli, 2008; Mulholland et al., 2008; Boano et al., 2010a;
Zarnetske et al., 2011a, 2011b; Bardini et al., 2012], buffering
of contaminants [Fuller and Harvey, 2000; Gandy et al.,
2007], modulation of water temperature [Poole and Berman,
2001; Arrigoni et al., 2008], and the distribution and

abundance of organisms living within the river corridor [Valett
et al., 1993; Brunke and Gonser, 1997; Boulton et al., 1998].
[3] Recent experimental and modeling studies show that

residence time (RT) can be used as a proxy for the biogeo-
chemical potential of HZs at the scales involved in sinuosity-
driven hyporheic exchange [e.g., Pinay et al., 2009; Boano
et al., 2010a; Zarnetske et al., 2011a]. The capacity and
efficiency of the hyporheic zone to drive biogeochemical
transformations is a complex function of (1) temperature,
(2) abundance and supply of reactive species (e.g., DO,
DOC, nitrogen, and phosphorous), (3) hydraulic and chem-
ical heterogeneity, and (4) the net flow and transport char-
acteristics which are all encapsulated by the residence time
distribution (RTD). In general, it is hard to discriminate the
individual contribution of these factors; most studies that do
so are limited to small-scale batch and column experiments
and 1-D and 2-D simulations [Angley et al., 1992; Estrella
et al., 1993; Brusseau et al., 1999a, 1999b; Li et al., 2001;
Park et al., 2001; Gu et al., 2007; Bardini et al., 2012].
Conclusions from these small-scale studies are not always
transferable to sinuosity-driven hyporheic exchange, which
occurs over spatial scales of the order of 1–1000 m and
over timescales from hours to years [Revelli et al., 2008;
Cardenas, 2008a, 2008b; Tonina and Buffington, 2009;
Buffington and Tonina, 2009].
[4] Pinay et al. [2009] found significant correlation

between the concentrations of solutes involved in the deni-
trification process and hyporheic water residence time for
two meandering study sites in Alaska, USA. They observed
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an exponential relationship between nitrate N removal and
travel time through the HZ. Zarnetske et al. [2011a] studied
the dynamics of nitrate production and removal in a gravel
bar in western Oregon, USA. Their observations suggest
that the transition between net nitrification and denitrifica-
tion is a function of residence time and exhibits a threshold
behavior. Using a mathematical modeling approach, Boano
et al. [2010a] explored the effect of flow and residence
times on the biogeochemical zonation of meander hyporheic
zones. They linked the physical findings of Revelli et al.
[2008] with a biogeochemical model for the degradation of
organic carbon [Hunter et al., 1998]. Concentration patterns
for different constituents in a sequence of redox reactions
were compared to characteristic residence times in the
meander neck and apex, demonstrating the importance of
residence time on biogeochemical evolution. The degrada-
tion of organic carbon in the neck was small due to short
residence times, while at the apex, where the residence times
were longer, most of the hierarchical reaction processes were
completed, leading to full degradation of organic carbon.
[5] The findings of these three observational and modeling

studies suggest that the complex biogeochemical potential of
the HZ can be effectively evaluated in the context of resi-
dence times. Moreover, they suggest the possibility of intro-
ducing simple parameterizations to discern biogeochemical
hot spots at the watershed scale [e.g., Buffington et al., 2004;
Buffington and Tonina, 2009]. One idea is to predict the
potential for exchange and transformation in terms of simple
geomorphic parameters that can be easily obtained or calcu-
lated. For the case of sinuosity-driven hyporheic exchange,
which is the focus of this work, valley slope and sinuosity
satisfy this requirement. From an observational point of
view, these predictive tools can guide experimental design,
suggesting important locations to visit, sample, and/or instru-
ment. Similarly, from the perspective of river and hyporheic
restoration of impaired fluvial systems, these tools can guide
the initial site selection and design of channel modifications.
In fact, recent efforts to develop a deeper understanding of
hyporheic exchange at different spatiotemporal scales [e.g.,
Jones and Mulholland, 2000; Buss et al., 2009] have been
partially driven by the necessity to establish an adequate
framework to quantify and predict the benefits of hyporheic
restoration [Boulton et al., 2010; Hester and Gooseff, 2010,
2011]. A common restoration practice is the increase of plan-
form complexity by increasing sinuosity, aiming to increase
the residence time of water in both the channel reach and
the HZ, improve the opportunity for chemical reactions and
microbiological activity, redistribute channel sediments, aug-
ment habitat diversity, and modify riparian vegetation.
[6] In this article, we explore the following questions: (1)

what are the main characteristics of RTDs for sinuosity-driven
HZs, (2) can we find simple relationships between channel
sinuosity, valley slope, hydraulic conductivity, and the char-
acteristics of these RTDs, and (3) what is the potential role of
the RTD’s shape in explaining the biogeochemical evolution
of hyporheic water? We answer these questions using the
mathematical model for flow proposed by Cardenas [2009a]
and elaborate on the findings of Cardenas [2009a, 2009b]
and Boano et al. [2006], who only focused on the amount of
exchange created by these geomorphic features and did not
explore the characteristics of residence times or their effect on
the biogeochemical evolution of hyporheic water. Previous
works have explored the RTDs of sinuosity-driven hyporheic

zones using a morphodynamic model and a particle tracking
method [Revelli et al., 2008; Boano et al., 2010a]. We expand
on these works by exploring a broader range of morphologies
characterized by valley slope, hydraulic conductivity, and
channel sinuosity. Furthermore, we link the biogeochemical
model proposed by Boano et al. [2010a] with the modeled
RTDs to evaluate the biogeochemical potential of this lateral
HZ. This is a useful methodology to characterize the biogeo-
chemical effect of hyporheic exchange that can be used in HZs
driven by different geomorphic features such as riffle-pool
sequences, dunes, and logs [e.g., Storey et al., 2003; Sawyer
et al., 2012; Bardini et al., 2012]. With our proposed con-
ceptual model, we find that water leaving the HZ and returning
to the stream has RTDs characterized by one main character-
istic timescale (CTS), i.e., the mode of the RTD, and a late
time power law behavior. As a result, moments of the distri-
bution are poor descriptors for the range of residence times
observed in the HZ and lead to biased estimates of the time that
chemicals in the hyporheic water have to react within this
zone. The mode CTS is inversely proportional to the valley
slope and hydraulic conductivity and increases in a nonlinear
fashion with sinuosity and aquifer dispersivity, reaching an
asymptotic value for large sinuosities. On the other hand, the
importance of the late time power law tail of the distribution,
as reflected by the area under the curve, is independent of
the valley slope and hydraulic conductivity, but increases
as sinuosity and aquifer dispersivity decrease. For a given
aquifer dispersivity, changes in valley slope, hydraulic con-
ductivity, and sinuosity stretch or compress the RTD, resulting
in potentially important changes of the HZ’s biogeochemical
zonation. The importance of these changes also depends on
characteristic biogeochemical timescales (BTSs).
[7] The effect of older water recharged in upstream

meanders is taken into account, and its contribution to the
hyporheic zone studied is explored. For this work, we assume
a homogeneous system with neutral conditions (the river has
no net gain or loss); however, future work will concentrate on
subsurface heterogeneity, preferential flow paths, transient
flow, and contributions from local, intermediate, and regional
groundwater sources (i.e., gaining or losing streams). The
stream channel is conceptualized as an idealized sinusoidal
curve with linearly varying hydraulic head, and the values of
valley slope and channel sinuosity explored are consistent
with the ones used by Cardenas [2009a, 2009b]. The plani-
metric scenarios explored cover a wide range of meandering
rivers found in natural systems [van den Berg, 1995]. The
structure of the article is as follows: first, we introduce the
mathematical model for the vertically integrated flow and
evolution of RTDs, then patterns of residence time distribu-
tions and their moments are presented and discussed in light
of implications for both the HZ’s biogeochemical potential
and restoration practices, and finally, general conclusions
are drawn.

2. Methods

2.1. Groundwater Flow

[8] The hydrologic system is conceptualized as a generic
alluvial valley, which is characterized by a meandering river
that fully penetrates the shallower alluvium and overlies
an older, horizontal, low-permeability river deposit (see
Figure 1a). Laterally, the valley is constrained by hillslopes.
This system is modeled as a vertically integrated aquifer. The
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alluvial aquifer, which is a homogeneous and isotropic
porous medium, is bounded by a fully penetrating sinu-
soidal river and represented by a two-dimensional domain
(see Figure 1a and Cardenas [2009a, 2009b]). Groundwater
flow is assumed to be essentially horizontal and is described by
the groundwater flow equation for steady flow [Bear, 1972]:

r2f ¼ 0 ð1Þ

where f(x) is the hydraulic head [L] with respect to an arbi-
trary datum and x = (x, y) is the spatial location vector [L],
where x points upstream. The specific discharge is q =
�K rf [LT�1], the pore velocity is v = q/q [LT�1] where K
is the hydraulic conductivity [LT�1] and q is the porosity, and
the total flow integrated over the saturated aquifer thickness is
Q = �Khrf [L2T�1]. Notice that the impermeable layer
is assumed horizontal; however, the model can be easily
extended to a layer with varying bottom elevation.
[9] The river, conceptualized as sinusoidal with wave-

length l [L] and amplitude a [L], has a prescribed hydraulic
head fs(x) = f0 + (Jx/s)s(x), linearly varying along the river
stretch, where j0 is the elevation of the free surface, above

the horizontal bottom, at the downstream end of the river
[L], s(x) is the arc length along the boundary [L] defined as

s xð Þ ¼
Z x

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2pa=lð Þ2 cos2 2px=lð Þ

q
dx ð2Þ

s = s(l)/l is sinuosity, and Jx is the mean head gradient along
the valley in the downstream direction. The upgradient and
downgradient boundaries of the domain are assumed peri-
odic with a prescribed head drop f(2l, y) = f(0, y) + 2lJx.
Finally, the top boundary is considered a no-flow boundary
and is at a distance l from the channel axis. The resulting
flow field is characterized by inflow, outflow, and no-flow
zones along the domain’s boundary. The assumptions about
channel planimetry and boundary conditions lead to a sim-
plified model of complex natural systems and are expected
to work better when (1) the groundwater flow in the alluvial
valley is preferentially parallel to the alluvial belt, (2) the
river is fairly deep with uniform steady flow such that local
head fluctuations, caused by riffle-pool run or other slope
discontinuities, are a second-order driver of hyporheic flow
and the linear head variation along the river is an acceptable

Figure 1. (a) Schematic representation of the alluvial system. The domain used for the mathematical
model assumes that the system is axially symmetric and the meanders repeat periodically downstream,
encompassing two periods in the downstream direction and one period across the alluvial belt. The red
boundary corresponds to the meander used for the analysis, where flux-weighted RTDs are analyzed.
(b) Approach used to account for the contribution of water through the lateral boundaries of the domain.
A periodic boundary condition is used to account for an upgradient cycle of the domain. This assumption
involves more characteristic timescales in the modeled RTDs.
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assumption, (3) there are no important preferential flow
paths, e.g., paleochannels, within the point bar, and (4) the
system presents minimal deep groundwater contributions.
Seasonal flow dynamics determines the validity of this con-
ceptualization, and we expect that base flow conditions result
in the best approximation.
[10] In principle, Boussinesq’s equation for steady flow

(derived from Darcy’s law and the Dupuit-Forchheimer
assumption), r � (f rf) = 0 is expected to produce a better
solution for the flow field than equation (1), especially
because small values of hydraulic gradient (Jx

2 ≪ 1) lead to
small errors with this approximation [Bear, 1972]. Notice,
however, that if we express the hydraulic head f as the sum
of a fixed value, here we use f0, and a fluctuation � (i.e.,
f(x) = f0 + �(x)), Boussinesq’s equation can be recast for
bottom elevation zi = 0 as r � ((f0 + �) r�) ≈ r � (f0 r�) =
f0 r2�, for � small when compared to f0. This approxi-
mation is mathematically equivalent to equation (1). For the
model in hand, a characteristic value (upper limit) of this
fluctuation is given by � � Jxl, then the use of the linearized
equation (1) is justified as long as Jxl/f0 ≪ 1. Numerical
simulations with Jx = 0.01, l = 40 m, and f0 = 0.5 m, a case
where large differences are expected, lead to maximum rel-
ative differences of 2.5%, 20%, and 2% in hydraulic head,
Darcy flux, and mean RT, respectively. These relative dif-
ferences correspond to the maximum values within the
domain and tend to be localized in small areas; the relative
error rapidly decreases as f0 increases, and the difference in
the RTDs within the domain and along the boundaries is
minimal for all cases.
2.1.1. Dimensionless Equations and Metrics for Flow
[11] Let f∗ = f/(Jxl), x∗ = x/l, and r(�) = r∗(�)/l, then

the mathematical statement for flow can be recast as

r∗2f∗ ¼ 0 ð3aÞ
f∗ x∗ð Þ ¼ f∗0 þ 1=sð Þ s xð Þ=lð Þ for ∂Win ∪ ∂Wout ð3bÞ

n � �Kr∗f∗ð Þ ¼ 0 for ∂Wtop ð3cÞ
f∗ x∗ ¼ 2; y∗ð Þ ¼ f∗ x∗ ¼ 0; y∗ð Þ þ 2 for ∂Wup and ∂Wdown ð3dÞ

where ∂Win represents the sections of the river boundary with
exchange from the channel to the HZ, ∂Wout represents the
sections of the river boundary with exchange from the HZ to
the channel, ∂Wtop is the top boundary, and ∂Wup and ∂Wdown

are the upgradient and downgradient boundaries of the
alluvial valley.
[12] Notice that f*0 is the only term in (3) that depends on

Jx and therefore f* depends on both valley slope and sinu-
osity. The dimensionless Darcy flux

q∗ x∗ð Þ ¼ q xð Þ
KJx

¼ �r∗f∗ ð4Þ

depends only on sinuosity (a and l).
[13] Similarly, we can define a dimensionless exchange

flux per unit stream length between the stream and the
hyporheic zone

q∗s x∗ð Þ ¼ n � �Kfrfð Þ
Kf0Jx

����
x2∂Wout

≈ n � q∗ x∗ð Þ
����
x∗2∂Wout

ð5Þ

where we assumed f/f0 ≈ 1 given the small Jx values
explored. The total dimensionless exchange flux from the
hyporheic zone to the stream is

Q∗ ¼

Z
∂Wout

q∗s x∗ð Þdx∗
sout

ð6Þ

where sout ¼
Z
∂Wout

dx∗ is the length of the channel with

hyporheic flux returning to the stream. Then, q*, q*s, and
Q* depend only on a and l, and these variables can be
rescaled for a particular valley slope and hydraulic conduc-
tivity by multiplying by Jx and K, respectively.

2.2. Modeling of Residence Time Distributions

[14] For a representative elementary volume (REV) cen-
tered at a location x and observed at time t, the residence time
distribution r(x, t, t) represents the proportion of particles
within the REV with a RT t (t ≥ 0). In other words, the
function r can be understood as the probability distribution
function (pdf) of residence times at a given location and time.
Then, the product r(x, t, t)dx is the probability of finding
water particles with a RT within the interval [x, x + dx] at the
location x and time t and the integral over all residence times
equals unity, i.e.,

Z ∞

0
r x; t; xð Þdx ¼ 1: ð7Þ

[15] Under steady flow conditions, the RTD becomes time
invariant; assuming no sources or sinks and constant
porosity, the spatial evolution of r is described by the fol-
lowing partial differential equation (PDE) (see Appendix A
for a derivation of the vertically integrated model and Ginn
[1999] for a detailed description of the theory of RTDs):

∂r
∂t

�r � Drrð Þ þ r � vrð Þ ¼ 0 ð8Þ

where the hydrodynamic transport operator L(r) = r ⋅
(Drr) � r ⋅ (vr) considers Darcy’s scale advection and
Fickian dispersion. The average pore velocity is estimated as
v = �(q�1Krf) and the dispersion-diffusion tensor
D = {Dij} is defined as [Bear, 1972]

Dij ¼ aT vj jdij þ aL � aTð Þvivj= vj j þ D∗m ð9Þ

with aT and aL the transverse and longitudinal dispersivities,
respectively, D*m the effective molecular diffusion coeffi-
cient, and dij the Kronecker delta function.
[16] The cumulative residence time distribution (CRTD),

or R(x, t), represents the contribution of particles younger
than t and is defined as

R x; tð Þ ¼
Z t

0
r x; xð Þdx ð10Þ
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The PDE that describes its evolution can be obtained by
integrating equation (8). Numerically, solving for the CRTD
is an easier and more stable problem, since the boundary and
initial conditions are easier to handle. We model the CRTD
and then estimate the RTD as r(x, t) = ∂R(x, t)/∂t.
[17] Equation (8) is an initial value problem in the RT (t)

dimension with initial condition r(x, t = 0) = 0 (or
R(x, t = 0) = 0). Boundary conditions depend on the flow
field characteristics. For instance, no-flow boundaries for
flow (e.g., top of the domain) correspond to no-flux
boundaries for RT, n � (vr � Drr) = 0 (or n � (vR �
DrR) = 0), where n is an outward vector normal to the
boundary. For outward flow (e.g., along the outflow sections
of the stream boundary, ∂Wout) an advective boundary con-
dition is assumed, n � Drr = 0 (or n � DrR = 0), and for
inward flow (e.g., along the inflow sections of the stream
boundary, ∂Win) the residence time distributions is pre-
scribed. Water recharging from the river is assumed to have
a RTD concentrated at zero (new water), which is repre-
sented by a Dirac delta function r(x, t, t) = d(t) (a Heaviside
step function for the CRTD R(x, t, t) = H(t)). The RTD for
water entering the system through the upgradient alluvial
valley is unknown; however, we propose a periodic bound-
ary condition (PBC) for RT to deal with the uncertainty
associated with the alluvial valley residence time distribu-
tions and account for a cycle of upstream meanders. The
PBC approach assumes that the lateral boundaries are peri-
odic boundaries for RT, r(0, y, t) = r(2l, y, t), accounting
for the contribution of one upstream cycle of this periodic
system and neglecting contributions farther upstream, which
are expected to represent a small fraction of the incoming
water interacting with the HZ (see Figure 1b), or from
regional groundwater flow systems.
[18] A two-wavelength domain guarantees that numerical

instabilities, caused by the PBC at the lateral boundaries, are
dissipated before reaching the hyporheic zone of interest and
is consistent with previous works [e.g., Cardenas, 2009a,
2009b]. Notice, however, that the selected domain size
constrains the paths followed by water molecules in the
sediments and hence their residence times. This is critical for
water molecules in the alluvial valley and can potentially
influence the residence times within the hyporheic zone of
interest. A sensitivity analysis (not shown) demonstrates that
our results are independent of the domain length. We per-
formed simulations with one- and two-wavelength domains
and the flow field and RTDs are almost identical with rela-
tive differences smaller than 4% in the scenarios with higher
mixing between the alluvial valley and the HZ.
[19] The CRTD, R(x, t), describes the probability of

finding water particles at a location xwith RTs lower or equal
than t, where these particles entered the system through the
river. Note that for large t, this cumulative distribution is not
required to asymptotically converge to one everywhere in the
domain, since we are neglecting the contribution of older
waters entering the system through the lateral boundaries.
Only points close to the river, where most of the water is
riverine in origin, converge to one. On the other hand, points
away from the river will converge asymptotically to a value
lower than one, since some or all the contributions of the
older waters moving through the alluvium are neglected. The
difference between one and this lower value is an estimate of
the proportion of older water.

[20] The complete mathematical statement used to
describe the CRTD is

∂R
∂t

�r � DrRð Þ þ r � vRð Þ ¼ 0 ð11aÞ

R x; tð Þ ¼ H tð Þ inflow boundaries along the river ∂Winð Þ ð11bÞ

n � DrRð Þ ¼ 0 outflow boundary along the river ∂Woutð Þ ð11cÞ

n � vR� DrRð Þ ¼ 0 top boundary ∂Wtop

� � ð11dÞ

R 0; y; tð Þ ¼ R 2l; y; tð Þ lateral PBC ∂Wup and ∂Wdown

� � ð11eÞ

The moments of the RTD are an important metric defined as

an xð Þ ¼
Z ∞

0
xnr x; xð Þdx ð12Þ

It can be shown that for n = 1, 2,.. and a0(x, t) = 1 the
complete mathematical statement for the moments is [e.g.,
Varni and Carrera, 1998; Ginn, 1999]

r � Dranð Þ � r � vanð Þ ¼ �nan�1 ð13aÞ

an xð Þ ¼ 0 for ∂Win ð13bÞ

n � Dranð Þ ¼ 0 for ∂Wout ð13cÞ

n � van � Dranð Þ ¼ 0 for ∂Wtop ð13dÞ

an 0; yð Þ ¼ an 2l; yð Þ for ∂Wup and ∂Wdown ð13eÞ

These moments can be related to the standard central
moments with the following relationships:

mt ¼ E t½ � ¼ a1 ð14Þ

st ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Var t½ �

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � m2

t

q
ð15Þ

where mt and st are the mean and standard deviation of the
RTD, respectively.
2.2.1. Dimensionless Equations and Metrics
for Residence Time
[21] We scale RTs by the following estimate of turnover

time (ratio of the HZ volume and the total exchange flux
leaving the HZ):

T ¼ alf0Z
∂Wout

n ⋅ �Kfrfð Þdx
≈

l0
KJx

ð16Þ

where

l0 ¼ al
soutQ∗
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is a characteristic length scale independent of Jx and K. The
timescale T is defined under the assumption that the plani-
metric area of the hyporheic zone can be approximated by
al and f/f0 ≈ 1. This is a fair assumption for the parameters
explored in this work.
[22] The dimensionless RT is defined as

t∗ ¼ t
T

ð17Þ

and the mathematical statement (11) is recast in dimension-
less form by replacing t with t*, x with x∗ = x/l, velocity v
with v∗ = (l0q∗)/(ql), and dispersion coefficient Dij with D*ij
which is written in terms of the dimensionless pore velocity,
v*, the dimensionless dispersivities, aL/l and aT /l, and by
neglecting effective molecular diffusion.The resulting
dimensionless mathematical statement is independent of Jx
and K. Given that

R t∗ð Þ ¼ R
KJx
l0

t
� �

ð18Þ

the effect of Jx and K is to stretch or compress R and r in the
RT domain. The sinuosity variables a and l have a more
complex impact on the shape of the RTD, because they also
scale the dimensionless pore velocity (v*) and dispersion
coefficient (D*). The RTD is estimated as

r tð Þ ¼ ∂R
∂t

¼ KJx
l0

∂R
∂t∗

ð19Þ

For a given sinuosity and aquifer dispersivity, estimating the
dimensionless CRTD, R(t*), allows us to explore a wide
range of RTs, valley slopes, and hydraulic conductivities
with a single simulation (see equation (18)). For example,
the value of R(t1) for a given K = K1, Jx = Jx1, and t = t1 is
obtained by evaluating the dimensionless CRTD at
t1* = (K1Jx1t1)/l0. Moreover, if we scale any of the initial
values K1, Jx1, or t1 by a factor b, the value of R is obtained
by evaluating R(t*) at t∗ = bt1*. This fact is used in later
sections.
[23] The dimensionless nth moment of the age distribution

is defined as

a∗n ¼ an
Tn

ð20Þ

and the mathematical statement (13) is recast in dimension-
less form with a*n, t*, x*, v*, and D*ij. As before, the
resulting dimensionless mathematical statement is indepen-
dent of Jx and K. Finally, expressions for the dimensionless
mean and standard deviation can be expressed as

m∗t ¼ mt

T
¼ a∗1

s∗t ¼ st

T
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a∗2 � m∗t

� �2q :

2.3. Metrics to Evaluate the Meander’s Net Response

[24] The dimensionless metrics defined in previous sections
are used to describe the spatial variability of fluxes and RTDs.
A dimensionless framework allow us to separate the individual
effect of the valley slope (Jx), hydraulic conductivity (K), and
sinuosity (represented by a and l). Furthermore, given our

interest in characterizing the net response of the hyporheic
zone relative to the net amount of exchange, flux-weighted
distributions and central moments are estimated along the
meander of interest for the water exiting the HZ. The flux-
weighted and total flux-weighted values of z, where the scalar
z represents either r(x, t*), R(x, t*), m*t(x), or s*t(x), are
defined as

zFW x; t∗ð Þ ¼ n � qð Þz x; t∗ð ÞZ
∂Wout

n � qdx
ð21Þ

zTFW t∗ð Þ ¼
Z
∂Wout

zFW x; t∗ð Þdx: ð22Þ

[25] To explore the flow distribution along the meander of
interest (see Figure 1a), a dimensionless upstream distance
s∗ = [s(x) � s(l/4)] / [s(5l/4) � s(l/4)] is used. This is a
standardized distance along the stream channel with respect
to s(l/4), which means that s* is 0 and 1 at the downstream
and upstream ends of the meander, respectively.

3. Results and Discussion

[26] All simulations assume a stream meander wavelength
l = 40 m. Meander amplitude a and aquifer dispersivity aL

are explored over the intervals a/l 2 [1/40, 15/40] (sinuosity
s 2 [1.006, 1.866]) and aL/l 2 [1/80, 16/80]. We assume
constant porosity, hydraulic conductivity, aquifer dis-
persivity, and the ratio aT/aL = 0.1 for all cases. The finite
element method implemented in COMSOL Multiphysics is
used for the numerical solutions. To avoid numerical dis-
persion or other instabilities a fine mesh with an average
element size of l/200 (0.2m) within the HZ and l/100 (0.4m)
in the alluvial valley is used. This corresponds to about
67,000 triangular elements that produce mesh-independent
solutions.

3.1. Flow

[27] The dimensionless Darcy flux normal to the stream
channel (q*s) is shown in Figure 2a for the interval
s∗ 2 [0, 0.5]. The flux is symmetric with respect to the
meander apex (s* = 0.5), being positive (outflow) for
s∗ 2 [0, 0.5] and negative (inflow) for s∗ 2 [0.5, 1]. The
magnitude of the outward Darcy flux is zero at s* = 0 and
s* = 0.5, reaching a maximum in between. As the meander
sinuosity increases (larger a) the fluxes (q*s) and total
exchange Q* increase, the location of maximum outward
Darcy flux moves downstream and approaches s* = 0, and
the along-channel distributions of flux involves a wider
range of contributing flow paths. These characteristics are
reflected in the total flux-weighted RTDs. For example,
larger fluxes close to s* = 0 lead to more important con-
tributions of the longer flow paths, and therefore older
modes in the resulting RTDs. Furthermore, as the contri-
bution of flow paths becomes wider, the spreading of the
RTD and the weight of its tail reduces, since it is integrating
over flow paths with similar and equally important charac-
teristic timescales. Exploratory simulations (not shown)
demonstrate that these characteristics are persistent even for
relatively small distances to the top boundary.

GOMEZ ET AL.: RTD IN HYPORHEIC ZONES AND BIOGEOCHEMICAL EFFECTS W09533W09533

6 of 17



[28] As shown in section 2.1.1, the dimensionless Darcy
flux is independent of Jx andK.However, changes in sinuosity
display a nonlinear and monotonically increasing relationship
with both dimensionless Darcy flux (q*) and total dimen-
sionless exchange (Q*) (see Figure 5c). Cardenas [2009a,
equation (3)], for example, fitted a function of the form

Q∗ ∝
c1
s
� c2
s2

� c3

to the modeled exchange, with c1, c2, and c3 positive constants.
Based on our model, increases in the valley slope and
hydraulic conductivity lead to a proportional increase in the
hyporheic exchange. On the other hand, increases in sinuosity
due to natural geomorphic processes, or anthropogenically
induced during restoration practices, increase the hyporheic
exchange in a nonlinear fashion. Furthermore, the rate at
which exchange increases rapidly decreases with sinuosity,
suggesting that increasing sinuosity for HZ restoration pur-
poses, at least in terms of water exchange, can be optimized to
the point at which increments in increases in exchange fluxes
are negligible. This statement is limited to the channel geom-
etry and assumptions of the proposed conceptual model, but
are consistent with commonly found systems.

3.2. Residence Time Distributions

[29] Flow paths discharging along the stream boundary
(s∗ ∈ [0, 0.5]) are characterized by different RTDs. The
contribution of each flow path to the resulting total flux-

weighted RTD (see equation (22)), and therefore to the net
response of the HZ, depends on its discharge rate. To account
for this flux dependence and explore the spatial variability of
the RTD metrics, flux-weighted (see equation (21)) dimen-
sionless mean RT, standard deviation, and coefficient of
variation (CV) are used.
[30] As the sinuosity increases (black, green, and red

lines in Figures 2b–2d) the magnitude of the flux-weighted
dimensionless moments decreases and the along-channel
distribution of mt,FW* and st,FW* becomes skewed more
toward the downstream end (left), leading to larger mean
RT and standard deviations closer to s* = 0 (Figures 2b
and 2c). Moreover, the maximum for the CV curves,
which is associated with flow paths that have more variable
RTDs, decreases in magnitude and moves downgradient
(toward s* = 0) as sinuosity increases (Figure 2d). The effect
of increasing dispersion (solid, dashed, and dotted lines in
Figures 2b–2d) is to decrease the values of the moments and
generate a more spatially uniform distribution of mean and
standard deviations discharging along the channel (decrease
in skewness). The spatial variability of the RTDs along the
discharge section of the meander are critical to design sam-
pling strategies and interpret experimental data aimed to
quantify the biogeochemical evolution of HZ water, espe-
cially for point samples taken from piezometers or observa-
tion wells.
[31] A sensitivity analysis for the effect of sinuosity

(a/l 2 [1/40, 15/40] or s 2 [1.006, 1.866]) and mixing
(aL/l 2 [1/80, 20/80]) on the total flux-weighted

Figure 2. (a) Dimensionless Darcy flux, (b) mean RT, (c) standard deviation, and (d) coefficient of var-
iation of dimensionless RT along the outflow boundary for the meander of interest (s 2 [s(l/4), s(5l/4)]).
The distance along the channel, with respect to the location s(l/4), is expressed in dimensionless form as
s∗ = [s(x) � s(l/4)]/[s(5l/4) � s(l/4)].
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dimensionless mean RT, standard deviation, and coefficient
of variation show that larger moments mt∗ and st∗ correspond
to the smaller sinuosities and dispersivities (see Figures 3a–
3c), which at first seems counter intuitive; however, these
RTDs are characterized by heavy tails with power law
behavior of the form (see Figure 4)

r ∝ t�g ∝ t∗ð Þ�g or R ∝ t�gþ1 ∝ t∗ð Þ�gþ1 ð23Þ

where the coefficient g increases with sinuosity and aquifer
dispersivity (see Figure 5b), leading to smaller contributions
of long residence times (lighter tails) and biasing the mean
and standard deviation toward smaller values. The spread-
ing of these distributions is evidenced by the large values of
CV (CV > 1) over the range of variables explored (see CV
surface in Figure 3c). This behavior of the central moments
is indicative of the large uncertainty in their use to charac-
terize biogeochemical reactions in the HZ [e.g., Hoehn and
Cirpka, 2006; Lamontagne and Cook, 2007; Jiang et al.,
2010; Marzadri et al., 2010].
[32] For the system in hand, the contribution of the first

mode of the distribution tCTS (or t*CTS in dimensionless
terms) and the exponent of the power law region are better
descriptors of how sinuosity and dispersion influence
RTDs. For instance, a considerable amount of the contribu-
tion arrives at t*CTS, which means that this timescale char-
acterizes the dominant biogeochemical processes that affect
the HZ water discharging to the stream. On the other hand,
the exponent g characterizes the more persistent and long-
term contributions to the stream.
[33] The main mode of the RTD, t*CTS, is associated with

the dominant advective transport paths and is the character-
istic timescale for the dominant contributions from the HZ to
the stream. This timescale increases with sinuosity, until it
reaches a plateau, and decreases with dispersion (Figure 5a).
For small dispersion (aL/l = 1/80 and 2/80) the plateau is
reached around a/l = 0.1 (s = 1.092), corresponding to a
moderate value of g, which is ideal from the point of view of
allowing longer times for biogeochemical evolution in low-
sinuosity channels.
[34] The magnitude of the exponent g increases with sin-

uosity until it reaches a plateau (Figure 5b). As dispersion
increases, the exponent and the sinuosity needed to reach
the plateau also increase. These trends imply a more impor-
tant contribution of the RTD’s tail for smaller sinuosities and
dispersivities, with a more persistent contribution of the
HZ to the stream involving the long-term release of older
and more biogeochemically evolved waters. Additionally,
the range of RTs over which this power law behavior is
observed, before the onset of exponential decay, decreases as
sinuosity or dispersivity increase.
[35] Previous modeling efforts found a similar functional

form for the meander RTDs [Cardenas, 2008a, 2008b;

Figure 3. Sensitivity analysis for (a) the total flux-weighted
(see equation (22)) dimensionless mean RT,(b) dimensionless
standard deviation, and (c) coefficient of variation for water
leaving the HZ, as a function of sinuosity (x axis) and mixing
(represented by the dispersivity; y axis).

Figure 4. Total flux-weighted (top) CRTD and (bottom) RTD in the exchange discharge. Colors repre-
sent different sinuosities and different dispersivities, a/l, are shown. Dimensionless time t* is used and
the RTDs corresponds to Jx = 0.002 and K = 10�3 m/s.
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Boano et al., 2010a]. This article elaborates on this topic
by focusing on the role of valley slope, hydraulic conduc-
tivity, and channel sinuosity on RTDs. Boano et al. [2006]
explored the intrameander flux induced by river sinuosity
using the meander geometry predicted by a morphodynamic
model. This study showed the importance of river plani-
metry on the hyporheic exchange, particularly on the flow
pattern and magnitude of exchange. As a continuation of this
work, Revelli et al. [2008] used the same planimetric model
and a particle tracking approach to explore both the flow
patterns and the resulting RTDs. In this case, they found
bimodal RTDs with intermediate power law behavior, which
is explained by a zonation that separates slow fluxes and
low discharges in the core of the meander from fast and
intense exchange in the meander’s neck. Cardenas [2008b]
used a planimetric morphology similar to the one used by
Boano et al. [2006] to show that sinuosity-driven hyporheic
exchange in homogeneous point bars leads to non-Fickian

transport characterized by power law residence time distribu-
tions. This has important implications for the transport, reten-
tion, and transformation of solutes at the watershed scale,
especially as it gives evidence of the long-term influence of the
hyporheic exchange. The power law behavior observed in this
study is similar to the one observed byRevelli et al. [2008] and
Cardenas [2008a, 2008b]; however, the planimetry used in
these previous works is characterized by larger sinuosities with
a narrow meander neck, which leads to power law behavior in
between the peaks corresponding to the characteristic time-
scales for the meander neck and core. Our simulations result in
multimodal distributions for small values of dispersivity, but
these modes, associated with older waters in the alluvium, are
smoothed out as the mixing increases (see Figure 4).
[36] Recall that the net contribution of the HZ to the stream

biogeochemistry is a function of both RT and exchange flux.
Even though small sinuosities present heavier tails in the total
flux-weighted RTDs, and therefore more persistent and
larger proportions of biogeochemically evolved water, the
overall contribution is small, given the limited amount of
exchange (see Figure 5c). On the other hand, as sinuosity
increases the amount of exchange and t*CTS increase, leading
to a more efficient reactor. In this case, it is critical to com-
pare the RTD to the characteristic timescales for the bio-
geochemical transformations of interest. This topic is
explored in section 3.3.
[37] Spatial patterns for log10(mt∗), log10(st∗), and

log10(CV) are shown in Figures 6a–6c, respectively. Dif-
ferent values of dispersivity and sinuosity are show in
Figure 6. Notice that these moments are scaled by Jx and K,
so a twofold increase in Jx or K leads to a half decrease in
the moment. The patterns and magnitude of CV are inde-
pendent of Jx and K. The moments change over 3 orders of
magnitudefor aL/l = 1/80 and 2 orders of magnitude for
aL/l = 4/80 and aL/l = 8/80. As dispersivity increases, the
contribution of older waters, from the alluvial valley, to the
hyporheic zone increases. This is expected, since mixing
increases the opportunity for interaction of the HZ with
groundwater traveling along the alluvial valley. Notice that
the variability of the RTD, as measured by the CV, within
the HZ increases with increasing dispersion and decreasing
sinuosity (Figure 6c). In other words, increases in sinuosity
lead to less variable and more concentrated spatial distribu-
tion of RTDs.

3.3. Biogeochemical Effects: An Application Example

[38] To relate the flow timescales represented by the RTDs
and their impacts on the biogeochemical evolution of sinu-
osity-driven hyporheic zones, we use the concept of bio-
geochemical timescales (BTSs) proposed by Boano et al.
[2010a] in conjunction with the modeled RTDs to generate
biogeochemical zonation patterns, evaluate the level of bio-
geochemical efficiency of several meanders, and quantify the
role of longer flow paths. Boano et al. [2010b] proposed
simple expressions for threshold timescales that separate the
occurrence of some biologically mediated redox reactions
involved in the evolution of dissolved organic carbon (DOC).
As water travels through the hyporheic zone, these sequence
of hierarchical reactions diminish the amount of DOC and the
electron acceptors involved in its decomposition (e.g., O2,
NO3

�, SO4
2�). These timescales are used to illustrate the

importance of RTDs and evaluate biogeochemical implica-
tions in a standardized manner; however, there are important

Figure 5. Results of the sensitivity analyses for the total
flux-weighted RTDs. (a) Dimensionless characteristic time-
scale, t*CTS, and (b) power law exponent, g, as a function
of sinuosity for several mixing scenarios. Error bars corre-
spond to the 95% confidence interval, and fluctuations are
caused by outliers included during the selection of the inter-
val with power law behavior. (c) Total dimensionless hypor-
heic exchange as a function of sinuosity.
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assumptions behind these expressions. For example, hetero-
geneity in hydraulic and chemical properties and biota, as
represented by the kinetic reaction rates and other model
parameters used by Boano et al. [2010b], is ignored. This
assumption impacts the overall mobility, species configura-
tion, and transformations within the subsurface [Tompson
and Jackson, 1996]. Even under ideal hydraulic and chemi-
cally homogeneous conditions, the spatial distribution of
active biological communities plays a fundamental role
and can potentially invalidate this simplified model. In
spite of these caveats, our aim in this section is to illustrate
the potential of using RTDs to evaluate the biogeochemi-
cal capacity of sinuosity-driven hyporheic zones under the
assumption that such biogeochemical thresholds can be
found. Recent findings [e.g., Gu et al., 2007; Pinay et al.,
2009; Zarnetske et al., 2011a] suggest that this is possible
in some cases, but more research is needed to constrain the
range of applicability of this simple model.
[39] Boano et al. [2010b] defined threshold or biogeo-

chemical timescales (ti, i = 1,.., n) that correspond to the time
needed for an e-fold decrease in the original stream con-
centration of the solute i within the hyporheic zone. The
complementary cumulative RTD evaluated at ti, 1 � R(ti),
defines the proportion of water molecules within a repre-
sentative elementary volume that cross such a threshold, and
therefore can be used to estimate the probability of having

concentrations lower than e�1 times the original stream
concentration. For simplicity, we refer to this probability
as the probability of consumption. In formal mathematical
terms, the probability of water having a RT t larger than a
biogeochemical timescale (ti, i = 1,.., n) is given by the RTD
at any location in the domain as Pi = P(t > ti) = 1 � R(ti),
where ti is the BTS for DOC or an electron acceptor (O2,
NO3

�, SO4
2�).

[40] For this example, we use the biogeochemical time-
scales for O2, NO3, and DOC estimated by applying the cri-
terion of Boano et al. [2010b] to the data of Zarnetske et al.
[2011a, Figures 5 and 7]. In this case, tO2

= 0.20 d,
tNO3

= 0.92 d, and tDOC = 2.10 d. The timescale for nitrate is
similar to the ones found by Pinay et al. [2009], where tNO3

=
0.07 and 0.24 d. Notice, however, that these BTSs are site
dependent and can vary over a wide range of values. For
instance, the kinetic reaction rate for DOC, which varies
over 9 orders of magnitude (kDOC 2 [10�7, 103] yr�1)
[Hunter et al., 1998], is the dominant parameter in the ana-
lytical model for BTSs proposed by Boano et al. [2010b],
Equations (22)–(26). A sensitivity analysis, using parameter
values reported in the literature [Albarède, 1996; Drever,
1997; Langmuir, 1997; Hunter et al., 1998; Chapelle,
2000; Zheng and Bennett, 2002; Bethke, 2008], shows that
the BTSs for oxygen and nitrate vary over 9 orders of mag-
nitude as well (10�2–106 d).

Figure 6. Spatial patterns of logarithm of (a) dimensionless mean RT, (b) standard deviation, and
(c) coefficient of variation of dimensionless RT. Rows correspond to different sinuosities (s = 1.038,
1.400, and 1.866) and different dispersivities are shown (aL/l = 1/80, 4/80, and 8/80).
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[41] Recall that the idea is not to explore the details of the
biogeochemical modeling, but rather to map the patterns and
net meander response obtained with the estimated RTDs, as
a metric for biogeochemical zonation. For a given aquifer
dispersivity and sinuosity, we estimate the dimensionless
CRTD, R(t*). The probability of consumption for a solute i
is then estimated as

Pi ¼ P t > tið Þ ¼ 1� R t∗BTS;i
� 	

ð24Þ

where

t∗BTS;i ¼
KJxti
l0

¼ hi
l0

ð25Þ

is the dimensionless biogeochemical timescale for solute i.
Then, changes in the product hi = KJxti are related to either
changes in hydraulic conductivity, valley slope, or BTS. In
particular, large variability in hi is associated to K and ti,
since these parameters can vary over several orders of
magnitude. To summarize, for a given R(t*), we explore a

range of values hi to quantify the effect of K, Jx, or ti on the
biogeochemical potential of the meander HZ.
3.3.1. Spatial Biogeochemical Zonation
[42] The biogeochemical zonation obtained with the

timescales described above is shown in Figure 7. The color
scale corresponds to the probability of consumption (Pi) for
oxygen, nitrate, and DOC (from left to right) and for different
sinuosities, aquifer dispersivities, and hydraulic conductivi-
ties. Oxygen is readily consumed, and the anoxic and deni-
trification zones within the HZ increase with decreasing
aquifer dispersivity (compare the zones with high probability
of consumption in Figures 7a and 7c or Figures 7b and 7d) or
hydraulic conductivity (compare the zones with high proba-
bility of consumption in Figures 7a and 7b or Figures 7c and
7d). Recall that the differences in the patterns obtained by
decreasing the hydraulic conductivity by an order of magni-
tude (Figures 7a and 7b or Figures 7c and 7d), while the other
parameters are held constant, are the same than the ones
obtained by scaling the valley slope or the BTS by the same
factor, while the other parameters are held constant. There-
fore, decreases in either Jx and ti are associated to increases in

Figure 7. Probability of consumption for O2, NO3
�, and DOC, using the biogeochemical timescales of

Zarnetske et al. [2011a]. Combinations of aquifer dispersivity (aL/l = 1/80 and 4/80) and hydraulic con-
ductivity (K = 10�3 and 10�2 m/s) are shown. Rows correspond to the different sinuosities (s = 1.038,
1.400, and 1.866). Jx = 0.002 in all cases.
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the anoxic and denitrification zones. Large values of Jx, K, or
ti result in waters that do not have enough time to react and
resurface with a biogeochemical signature that resembles the
original stream water quality. As mentioned before, K and
ti can change over several orders of magnitude, playing a
dominant role in the biogeochemical zonation of the HZ.
3.3.2. Net Biogeochemical Response
[43] The total flux-weighted RTD is used to evaluate the

net biogeochemical potential of the hyporheic zone. The
probability of consumption (Pi = P(t > ti)) is a measure of
the efficiency of the hyporheic zone to transform a given
solute. To account for the amount of exchange, we use the
product of this probability of consumption and the total
exchange (Ni = JxKQ ∗ P(t > ti)), which is a measure of the
amount of exchange water that is depleted of a given solute
before leaving the HZ. Larger values of the metrics Pi and Ni

correspond to more biogeochemically efficient HZs.
[44] For a given aquifer dispersivity, changes in hydraulic

conductivity have a strong effect on the net probability of
consumption (Figure 8, left). Low values of hydraulic con-
ductivity (K = 10�4 and K = 10�3 m/s) are characterized by
systems with high probability of consumption, leading to
full consumption of oxygen, nitrate, and DOC over the range
of sinuosities explored. In general, systems with low values
of hydraulic conductivity are sinks of nitrate. As the value of
K increases (K = 10�2 and K = 10�1 m/s), the behavior of

the system changes dramatically, leading to meander HZs
with appreciable concentrations of nitrate in the water dis-
charging to the stream. As explained before, similar con-
clusions are obtained for changes in Jx or ti, when the other
variables are held constant.
[45] Aquifer dispersivity, on the other hand, plays a minor

role in the net biogeochemical potential of the HZ (blue,
green, and red lines in Figure 8, left). Increases in dispersivity
can either increase or decrease the probability of consump-
tion, depending on the solute and biogeochemical timescale.
However, these changes do not influence the decision of
whether or not the HZ is a net source of oxygenated waters
and nitrates. Similarly, sinuosity changes have a minor effect
from the point of view of the probability of consumption
metric.
[46] New patterns emerge when we account for the amount

of exchange (Figure 8, right). For instance, high values of
hydraulic conductivity (K = 10�1 m/s) have an optimum
sinuosity, where Ni is maximum, which varies slightly with
aquifer dispersivity and solute. A meander with this optimal
sinuosity discharges the largest amount of water depleted of
solutes to the stream, and therefore it is the more biogeo-
chemically efficient meander (it transforms a large amount of
solutes). For example, a meander with this sinuosity is an
optimal sink for nitrate, since it transforms large amounts of
this nutrient and releases considerable amounts of nitrate-free

Figure 8. Probability of (left) consumption (P(t > ti)) and (right) proportion of flux depleted of solute
(KJxQ ∗ P(t > ti)) as a function of sinuosity for several aquifer dispersivities and hydraulic conductivities.
The biogeochemical timescales of Zarnetske et al. [2011a] are used. Rows correspond to O2, NO3

�, and
DOC. Jx = 0.002 in all cases.
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water to the stream. This behavior is expected, since the
dimensionless biogeochemical timescale, t*BTS,i, associated
with these scenarios is within the power law domain of
the RTDs (see Figures 4 and 5b). Also, for large values of
hydraulic conductivity, the efficiency of the HZ, represented
by larger values of Ni, increases with decreasing aquifer
dispersivity (blue, green, and red lines in Figure 8, right);
however, these changes are relatively small. As the hydraulic
conductivity decreases (K = 10�2, 10�3 and K = 10�4 m/s),
Ni monotonically increases, mimicking a scaled version of
Q* (see Figure 5c). In this case, the effect of aquifer dis-
persivity is minimal, especially for low values of K.
[47] These results evidence the complex interplay between

RTD’s shape and the values of the threshold timescales that
characterize biogeochemical transformations.

4. Conclusions

[48] In this article we explored the role of valley slope,
hydraulic conductivity, and sinuosity on the residence time
distributions (RTDs) for a generalized meander hyporheic
zone (HZ). The use of dimensionless expressions simplifies
the exploration of the parameter space, since the fluxes and the
RTD and its moments can be easily scaled to account for a
given value of K or Jx. Notice, however, that some of these
variables can be correlated, for example, valley slope is cor-
related to sinuosity [Schumm and Khan, 1971; Schumm, 1985;
van den Berg, 1995] and hydraulic conductivity [Buffington
and Tonina, 2009]. In our simulations, we explored the
range s 2 [1.006, 1.865], which covers most natural condi-
tions [Cardenas, 2009a]. To explore combinations of these
sinuosities with different values of K and Jx, a simple linear
scaling can be used to obtain fluxes and RTDs, leading to a
broad range of scenarios in the parameter space. The examples
used to evaluate the biogeochemical effects of the HZ are
not exhaustive and were selected to be consistent with
Zarnetske et al. [2011a], but the same methodology can be
applied to different parameter combinations. Patterns in resi-
dence time (RT) are linked to hyporheic flow to gather the
following general conclusions:
[49] 1. Total flux-weighted RTDs are characterized by one

main mode, t*CTS, and a late time power law behavior,
r∝ t�g. This functional form of the RTD implies that central
moments are poor descriptors of the contact times in the HZ.
[50] 2. The characteristic timescale, tCTS or t*CTS in

dimensionless terms, is associated to the main mode of the
RTD and represents the dominant timescale for water leaving
the HZ and discharging to the stream. It is proportional to
valley slope (Jx) and hydraulic conductivity (K) and varies in
a nonlinear fashion with sinuosity and aquifer dispersivity.
As sinuosity increases, both tCTS and t*CTS increase to a
plateau. Also, decreases in aquifer dispersivity are associated
with increases in tCTS and t*CTS.
[51] 3. The exponent of the power law, g, is insensitive to

Jx, but increases with sinuosity and aquifer dispersivity to a
plateau. This means that less sinuous channels present
heavier tails in the RTD. Notice, however, that water char-
acterized by these long RTs represent a small fraction of the
total hyporheic exchange.
[52] 4. The RTD and its dependence on hydraulic conduc-

tivity, aquifer dispersivity, valley slope, and sinuosity is used
to evaluate the plausible biogeochemical transformations

taking place in meander hyporheic zones. For a given solute’s
biogeochemical timescale, the RTD is used to evaluate
whether the solute is considerably transformed during hypor-
heic exchange. An important application of this concept is
the classification of meanders as net sinks of nitrates or only
modulators of the residence times in the subsurface where
nitrate reduction is negligible. The illustrative example pre-
sented in section 3.3 shows that the dominant variables
in this classification are valley slope (Jx), sinuosity (s),
hydraulic conductivity (K), and biogeochemical timescale (ti).
Dispersivity plays a minor role in this classification. The
physical parameters (Jx, s, and K) can be extracted from
remote sensing information such as soil maps, digital elevation
models and river networks. In particular, resent work by Luo
and Pederson [2012] demonstrated the potential of remote
sensing data and GIS processing techniques to estimate K at
the watershed scale based on geomorphic properties. More-
over, estimates of the biogeochemical timescales can be
obtained with limited chemical data and a conceptual model
such as the one proposed by Boano et al. [2010a].
[53] This simple conceptual model can be used to predict

the net biogeochemical response and spatial patterns of flow,
solute concentrations, and residence times in sinuosity-
driven hyporheic zones along the river corridor at the
watershed scale and from a minimum amount of information.
Observations in natural systems and laboratory experiments
are required to validate the model and test its robustness and
limitations. Making these observations is out of the scope of
this article and will be part of future research, which is fun-
damental to estimate the uncertainty associated with this
model at the watershed scale. Experimental setups from new
and previous observational studies can be used to test our
theoretically predicted flow and biochemical patterns [e.g.,
Wroblicky et al., 1998; Baker et al., 1999; Kasahara and
Wondzell, 2003; Hoehn and Cirpka, 2006; Peyrard et al.,
2008; Pinay et al., 2009; Wondzell et al., 2009; Zarnetske
et al., 2011a, 2011b; Schneider et al., 2011]. In particular,
new studies should be designed to explore the model con-
sistency when the assumptions about channel pattern, het-
erogeneity, and groundwater flow in the alluvial valley are
either met or fail. In both cases, observations can test the
limits of applicability and robustness of the model in natural
systems. For example, the assumption of parallel flow in the
alluvial valley without contributions from longer flow paths
(e.g., regional groundwater inputs) is likely dependent on
seasonal dynamics at the watershed scale and can be violated
at certain times during the year. Similarly, hydrologic sys-
tems where heterogeneity cannot be ignored, for example
meanders with important transport along paleochannels, can
potentially invalidate our results. Interestingly, dispersivity,
which captures the role of advective transport due to unre-
solved heterogeneities, plays a minor role in the classification
proposed, indicating that the model may be robust enough to
overcome this issue, provided the scale of heterogeneities are
small enough, but validation of this statement is necessary.
Finally, field and laboratory validation of the model proposed
by Boano et al. [2010a] for the biogeochemical timescales is
required.
[54] As an illustrative example, we compare our model

with observations made in three streams with contrasting
parent lithology and located in western and north central New
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Mexico: Aspen Creek, Rio Calaveras, and Gallina Creek.
Hereafter referred to as the New Mexico (NM) study. This
comparison is mostly qualitative, since the New Mexico
study focused on the interpretation of transient storage
models and it is hard to separate the individual role of all the
mechanisms driving hyporheic exchange and the scales at
which biogeochemical transformations occur. Based on the
long duration of their tracer tests and modeling exercise, we
assume that lateral exchange is a first-order control in such
transformations. Groundwater-surface water interactions and
their role on nitrate utilization and biogeochemical evolution
were observed in these alluvial systems and the findings were
summarized in the seminal papers by Valett et al. [1996,
1997], Morrice et al. [1997], Wroblicky et al. [1998], Baker
et al. [1999], and Morrice et al. [2000]. These studies
focused on the role of hydraulic conductivity as a dominant
factor in hydrologic retention (increase in residence times). In
general, our simulations are consistent with their findings;
however, the proposed conceptual model opens the possi-
bility of having systems with similar hydraulic characteristics
but a completely different net biogeochemical response,
emphasizing the role of other variables such as valley slope
and sinuosity.
[55] Based on the NM study observations, systems with

higher alluvial hydraulic conductivity have a larger extent
of surface-hyporheic interaction and retain more biologi-
cally important solutes [Valett et al., 1996]. Using in-stream
and well observations and a transient storage model, the
New Mexico study found that as hydraulic conductivity
increases the nutrient retention increases (i.e., nitrate uptake
length decreases). In our case, Ni is analogous to their mea-
sure of nutrient retention. Moreover, they concluded that
systems with low K consume water’s dissolve oxygen as it
enters the HZ and present a steep redox gradient in close
proximity to the stream surface. These patterns are associated
with the increase in RT and are consistent with our model
(see Figure 7). Assuming that these systems have the bio-
geochemical timescales used by Zarnetske et al. [2011a], we
find that retention considerably increases with K (see
Table 1), consistent with the New Mexico study. Also, the
characteristic timescale tCTS

∗ is similar in all systems over the
dispersivities explored, which is consistent with the field
observations, and the coefficient g is invariant for small
dispersivities (aL/l = 1/80, 2/80) but considerably larger for
large values (aL/l = 4/80, 8/80, 16/80) (see Figures 5a and
5b). Notice, however, that according to our model, this is not
only a function of the alluvial conductivity but depends on
the valley slope and biogeochemical timescales (see
Figure 8). There are cases with the same K and Jx values
observed in the NM study that can lead to opposite behavior.

Confirmation of this requires new observations in different
systems or during different hydrologic regimes.

Appendix A: Derivation of the Vertically Integrated
RTD Mathematical Model

[56] The continuity equation for water molecules in a
control volume centered in x for a vertically integrated
aquifer with uniform depth is

d

dt
qrfð Þ ¼ r � f qDrr� qvrð Þ½ � ðA1Þ

where the left-hand side term corresponds to the time rate
change of the mass in the control volume. Since r is a
function of both t and t, this term can be rewritten as

d

dt
qrfð Þ ¼ qr

df
dt

þ f
d qrð Þ
dt

¼ qr
∂f
∂t

þ f
dt

dt

∂ qrð Þ
∂t

þ dt
dt

∂ qrð Þ
∂t

� �

ðA2Þ

After inserting equation (A2) into equation (A1), expanding, and
recalling that RT and time change at the same rate (dt/dt = 1),
we obtain

∂ qrð Þ
∂t

þ ∂ qrð Þ
∂t

�r � qDrr� qvrð Þ

¼ �qr
1

f
∂f
∂t

þ v� D
rr
r

� �
� rf
f


 �
: ðA3Þ

[57] The right-hand side of equation (A3) can be neglec-
ted for steady flow and small changes in water table
(Boussinesq assumption)

1

f
∂f
∂t

→ 0 and
rf
f

→ 0

then, the PDE describing the evolution of the RTD is

∂ qrð Þ
∂t

þ ∂ qrð Þ
∂t

¼ r � qDrr� qvrð Þ ðA4Þ

Furthermore, under steady flow conditions, this equation
simplifies to

∂ qrð Þ
∂t

¼ r � qDrr� qvrð Þ: ðA5Þ

Notation

f hydraulic head [L].
f* dimensionless hydraulic head.

x = (x, y) spatial location vector [L].

Table 1. Summary of the Alluvial Characteristics at the NM Study Sites and Their Measured Nitrate Consumption (Measured as Uptake
Length), Lateral Exchange, and Storage Zone Residence Timea

Site s (a/l) Jx
K � 10�5

(m/s)
Nitrate Uptake
Length (m)

Lateral
Inflow (l/s)

Storage
Zone RT (min) Q* NNO3

Aspen Creek 1.3 (0.193) 0.020 0.13 1778 0.396 33 0.6 0.025
Rio Calaveras 1.2 (0.153) 0.013 1.20 782 0.260 28 0.5 0.030
Gallina Creek 1.4 (0.25) 0.110 4.00 205 0.760 1257 0.7 0.3500

aFrom Valett et al. [1996, 1997],Morrice et al. [1997],Wroblicky et al. [1998], Baker et al. [1999], andMorrice et al. [2000]. Q* and NNO3
correspond to

the total dimensionless hyporheic exchange and the proportion of flux depleted of nitrate, respectively, estimated with the proposed conceptual model, the
measured hydraulic characteristics, and the biogeochemical timescales from Zarnetske et al. [2011a].
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x* = (x*,y*) dimensionless spatial location vector.
q Darcy flux [LT�1].

q* dimensionless Darcy flux.
v pore velocity [LT�1].

v* dimensionless pore velocity.
q*s dimensionless exchange flux per unit stream

length between the stream and the hyporheic
zone.

Q total flow integrated over the saturated aquifer
thickness [L2T�1].

Q* total dimensionless exchange flux from the
hyporheic zone to the stream.

K hydraulic conductivity [LT�1].
q porosity.

l, a wavelength [L] and amplitude [L] of the
sinusoidal river.

q porosity.
fs hydraulic head prescribed along the river

stretch [L].
f0 elevation of the free surface at the

downstream end of the river [L].
s arc length along the river boundary [L].
s river sinuosity.
Jx mean head gradient along the valley in the

downstream direction.
sout length of the channel with hyporheic flux

returning to the stream [L].
t time [T].
t residence time [T].

t* dimensionless residence time.
r residence time distribution RTD [T�1].
R cumulative residence time distribution CRTD.

D = {Di, j} dispersion-diffusion tensor [L2T�1].
D* = {D*i, j} dimensionless dispersion-diffusion tensor.

D*m effective molecular diffusion coefficient
[L2T�1].

aT, aL transverse and longitudinal dispersivities [L].
a*T, a*L dimensionless transverse and longitudinal

dispersivities.
di,j Kronecker delta function.

d(t), H(t) Dirac delta [T�1] and Heaviside step functions
evaluated in the residence time t.

an nth moment of the RTD [Tn].
a*n dimensionless nth moment of the RTD.

mt, st mean [T] and standard deviation [T] of the
RTD.

m*t, s*t dimensionless mean and standard deviation of
the RTD.

s* dimensionless upstream distance.
T turnover time [T].
l0 characteristic length scale [L].

tCTS first mode of the RTD [T].
t*CTS dimensionless first mode of the RTD.

g exponent of the power law region of the RTD.
ti biogeochemical timescale for the solute i [T].

t*BTS,i dimensionless biogeochemical timescale for
the solute i.

Pi probability of consumption for the solute i.
Ni flux-weighted probability of consumption for

the solute i [LT�1].
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